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UNIT 1: INTRODUCTION

What is Software?
• Software is a set of computer-programs and associated documentation.
• A software-system consists of a no. of programs such as
  → configuration-files used to set-up programs
  → system-documentation describes the structure of the system and
  → user-documentation explains how to use the system.
• Two types of software-products:
  1) Generic
     ➢ Developed to be sold to a range of different customers.
  2) Bespoke (custom)
     ➢ Developed for a single customer according to their specification.

What is Software Engineering?
• Software-engineering is an engineering-discipline which is concerned with all aspects of software-development (Figure 1.1).
• Software-engineers should
  → adopt a systematic approach to their work and
  → use appropriate tools/techniques depending on
    1. Problem to be solved
    2. Development constraints
    3. Resources available

What is the difference between Software Engineering and Computer Science?
• Software-engineering is concerned with all aspects of software-development i.e. design, development and delivery of software.
• Computer-science is concerned with theory and fundamentals.

What is the difference between System Engineering and Software Engineering?
• System-engineering is concerned with all aspects of computer-based systems development including
  → hardware/software and
  → process-engineering.
• Software-engineering is part of system-engineering. This deals with the design, development and delivery of software.
What is a Software Process?
- A set of activities whose goal is the development of software.
- Four main activities:
  1. **Software Specification**
     - This answers following questions:
       → what does the customer need?
       → what are the constraints?
  2. **Software Development**
     - Software is designed and programmed.
  3. **Software Validation**
     - Software is checked to ensure that it is what the customer requires.
  4. **Software Evolution**
     - Software is modified to adapt to changing customer- and market-requirements.

What is a Software Process Model?
- A simplified representation of a software-process, presented from a specific perspective.
- Process-models may include
  → activities part of the software-process and
  → roles of people involved.
- Examples of process-model:
  1. **A Workflow Model**
     - This shows
       → sequence of activities in the process and
       → inputs & outputs of activities.
     - The activities represent human-actions.
  2. **A Dataflow( or Activity model)**
     - This represents the process as a set of activities.
     - Each activity carries out some *data-transformation*.
     - The activities may be carried out by
       → people or
       → computers.
  3. **A Role/Action Model**
     - This represents
       → roles of the people involved in the process and
       → activities for which the people are responsible.

Generic Models
1. **The Waterfall Approach**
   - This represents the activities as separate process-phases such as
     → design
     → implementation and
     → testing.
   - After each stage is defined, it is 'signed-off, and development goes on to the next stage.
2. **Iterative Development**
   - This approach interleaves the activities of
     → specification
     → development and
     → validation.
   - An initial-system is rapidly developed from very abstract-specifications.
   - The initial-system is then refined with customer-input to produce a system that satisfies the customer’s needs.
   - The system may then be delivered.
3. **CBSE (Component-based Software Engineering)**
   - This approach assumes that parts of the system already exist.
   - The development-process focuses on integrating the available parts (rather than developing them from scratch).
What are the costs of Software Engineering?
- Roughly 60% of costs are development-costs, 40% are testing-costs (Figure 1.2 & 1.3).
- For custom-software, evolution costs often exceed development-costs.

What are Software Engineering Methods?
- Structured approaches to software-development includes (Figure 1.4):
  - system models
  - system notations
  - system rules
  - design advice and
  - process guidance.
- Aim is to facilitate production of high-quality software in a cost-effective way.
What is CASE?
• CASE stands Computer-Aided Software Engineering.
• CASE is software-system designed to support routine-activities in software-process.
• Routine activities include
  → editing design diagrams
  → checking diagram consistency and
  → keeping track of program tests that have been run.

What are the attributes of good software?
1) Maintainability
• Software should be written in such a way that it may evolve to meet the changing needs of customers.

2) Dependability
• Dependability has a range of features such as
  → reliability
  → security and
  → safety.
• Dependable-software should not cause physical or economic damage in event of failure.

3) Efficiency
• Software should not waste system-resources such as
  → memory-cycles and
  → processor-cycles.
• Efficiency includes
  → response-time
  → processing-time and
  → memory-utilization.

4) Usability
• Software must be usable, without undue effort, by the user.
• Software should have an appropriate
  → user interface and
  → proper documentation.

What are the key challenges facing Software Engineering?
1. The Heterogeneity Challenge
• Increasingly, systems are required to operate across networks that include
  → different types of computers
  → different kinds of support systems and
  → different platforms.
• It is often necessary to integrate new software with older legacy-systems.

2. The Delivery Challenge
• The challenge is shortening delivery-times for large systems without compromising system-quality.
• Many traditional software engineering techniques are time-consuming.
• However, businesses today change very rapidly. So, their supporting-software must change equally rapidly.

3. The Trust Challenge
• The challenge is to demonstrate that the software can be trusted by its users.
• As software is a part of many aspects of our lives (work, study, leisure), it is essential that we can trust that software.
• This is true for remote-systems accessed through a web-page interface.

There is always, always, always something to be thankful for.
Professional and Ethical Responsibility

1. Confidentiality
   • You should normally respect the confidentiality of your employers or clients.

2. Competence
   • You should not misrepresent your level of capability.
   • You should not knowingly accept work that is outside your capability.

3. Intellectual Property Rights
   • You should be aware of local laws governing the use of intellectual property such as → patents and → copyright.
   • You should be careful to ensure that the intellectual property of employers and clients is protected.

4. Computer Misuse
   • You should not use your technical skills to misuse other people's computers.
   • Computer misuse ranges → from relatively trivial (game playing on an employer’s machine) → to extremely serious (distribution of viruses).
UNIT 1(CONT.): SOCIO-TECHNICAL SYSTEMS

Introduction

• A system is a purposeful collection of interrelated components that work together to achieve some objective.
• Two categories of systems:

  1) Technical Computer-based Systems
     ➢ These are systems that include hardware- and software-components but not procedures and processes.
     ➢ Examples: televisions, mobile phones.

  2) Socio-technical Systems
     ➢ These include one or more technical systems.
     ➢ These also include knowledge of how the system should be used to achieve some broader objective.
     ➢ These systems have defined operational processes.
     ➢ These systems include people (the operators) who are governed by organizational policies and rules.

Essential characteristics of Socio-technical Systems

1. They have emergent properties that are properties of the system as a whole rather than associated with individual parts of the system.
   Emergent properties depend on both
   ➢ system-components and
   ➢ relationships between components
2. They are often non-deterministic. i.e. when presented with a specific input, they may not always produce the same output.
3. The extent to which the system supports organisational-objectives depends on
   ➢ stability of the objectives
   ➢ relationships and conflicts between objectives and
   ➢ how people in the organisation interpret the objectives.

Emergent System Properties

1. Functional Emergent Properties
   • These appear when all the parts of a system work together to achieve some objective.
   • For example, a bicycle has the functional property of being a transportation-device once it has been assembled from its components.

2. Non-functional Emergent
   • These properties relate to the behaviour of the system in its operational environment.
   • Examples are
     ➢ reliability
     ➢ performance
     ➢ safety and
     ➢ security.
Examples of Emergent Properties

Volume
• The volume of a system (the total space occupied) varies depending on how the component assemblies are arranged and connected.

Reliability
• System-reliability depends on component-reliability.
• Unexpected interactions between components can cause new types of failure and therefore affect the reliability of the system.
• There are 3 related influences on the overall reliability of a system:
  1. **Hardware Reliability**
     - How long does it take to repair that component?
  2. **Software Reliability**
     - How likely is it that a software-component will produce an incorrect output?
  3. **Operator Reliability**
     - How likely is it that the operator of a system will make an error?

Security
• The security of the system is a complex property that cannot be easily measured.
• Attacks may be devised that were not anticipated by the system-designers and so may defeat built-in safeguard.

Repairability
• This property reflects how easy it is to fix a problem with the system once it has been discovered.
• It depends on being able to
  → diagnose the problem
  → access the components that are faulty and
  → modify or replace the components.

Usability
• This property reflects how easy it is to use the system.
• It depends on
  → technical system-components
  → component’s operators and
  → component’s operating environment.

*Without goals and a plan to reach them, you are like a ship that has set sail with no destination.*
Systems Engineering

- This is the activity of specifying, designing, implementing, validating, deploying and maintaining socio-technical systems (Figure 2.2).
- System-engineers are concerned with
  - software & hardware and
  - system’s interactions with users and its environment.

Figure 2.2 The systems engineering process

- System engineering process vs. software development process

  **1. Limited scope for rework during System Development**
  - Once some system-engineering decisions have been made, they are very expensive to change.

  **2. Interdisciplinary Involvement**
  - Many engineering disciplines may be involved in system-engineering.

System Requirements Definitions

- These specify what the system should do (its functions) and its essential and desirable system properties.
- Three types of requirements:

  **1. Abstract Functional Requirements**
  - The basic functions that the system must provide are defined at an abstract-level.
  - More detailed requirements are defined at the subsystem-level.

  **2. System Properties**
  - These are non-functional emergent system properties such as
    - availability
    - performance and
    - safety.

  **3. Characteristics that the System must not exhibit**
  - It is sometimes as important to specify what the system must not do as it is to specify what the system should do.
Software Engineering

System Design

• This is concerned with how the system functionality is to be provided by the components of the system (Figure 2.4).

![Diagram of System Design Process]

Figure 2.4 The system design process

• Activities in design process:

  1. **Partition Requirements**
     ➢ You analyse the requirements and organise them into related groups.

  2. **Identify Subsystems**
     ➢ You should identify subsystems that can individually or collectively meet the requirements.
     ➢ Subsystem identification may also be influenced by other organizational or environmental factors.

  3. **Assign Requirements to Subsystems**
     ➢ This should be straightforward if the requirements partitioning is used to drive the subsystem identification.

  4. **Specify Subsystem Functionality**
     ➢ You should specify the specific functions provided by each subsystem.
     ➢ You should also try to identify relationships between subsystems.

  5. **Define Subsystem Interfaces**
     ➢ You define the interfaces that are provided and required by each subsystem.
     ➢ Once these interfaces have been agreed upon, it is possible to develop these subsystems in parallel.

Within us are the seeds of triumph or defeat. Which seeds will you plant?
System Modelling
• The system is decomposed into a set of interacting subsystems.
• Each subsystem should be represented in a similar way until the system is decomposed into functional components.
• Functional components provide a single function.
  By contrast, a subsystem usually is multifunctional.
• These are normally illustrated graphically in a system-architecture model
• The system-architecture may be presented as a block diagram showing
  → major subsystems and
  → interconnections between these subsystems.
• Subsystem descriptions in the burglar alarm system (Figure 2.6):
  **Movement Sensors**
  ➢ Detects movement in the rooms monitored by the system
  **Door Sensors**
  ➢ Detects door opening in the external doors of the building.
  **Alarm Controller**
  ➢ Controls the operation of the system.
  **Siren**
  ➢ Emits an audible warning when an intruder is suspected.
  **Voice Synthesizer**
  ➢ Synthesises a voice message giving the location of the suspected intruder.
  **Telephone Caller**
  ➢ Makes external calls to notify security, the police, etc.

![Diagram of a simple burglar alarm system](image)

**Subsystem Development**
• The subsystems identified during system-design are implemented.
• This may involve starting another system-engineering process for individual subsystems.
• Occasionally, all subsystems are developed from scratch during the development process.
• Normally, some of the subsystems are COTS systems (commercial off-the-shelf) that are bought for integration into the system. (COTS means built-in component).
• Subsystems are usually developed in parallel.
• When problems are encountered that cut across subsystem boundaries, a system modification request must be made.

*Failure is a success if we learn from it.*
Systems Integration

- The basic idea:
  1. Take the independently developed subsystems and
  2. Then, integrate them to make up a complete system.
- In incremental-integration, subsystems are integrated one at a time.
- Incremental-integration is considered best approach for 2 reasons:
  1. Usually, it is impossible to schedule the development of all the subsystems so that all subsystems are all developed at the same time.
  2. Incremental integration reduces the cost of error-location.
- Once the components are integrated, an extensive system-testing takes place.
- Faults that are a consequence of invalid assumptions about other subsystems are often exposed.

System Evolution

- Large, complex systems have a very long lifetime. They must evolve to meet changing requirements.
- Four reasons why evolution is costly:
  1. Changes must be analysed from a technical- and business-perspective.
  2. When subsystems interact, unanticipated problems can arise.
  3. There is rarely a justification for original design decisions.
  4. System-structure is corrupted, as changes are made to it.
- Systems that have evolved over time are often dependent on obsolete hardware/software technology. If they have a critical role in an organisation, they are known as legacy systems.

System Decommissioning

- This means taking the system out-of-service after the end of its useful operational lifetime.
- For hardware systems, this may involve disassembling and recycling materials or dealing with toxic substances.
- Software has no physical decommissioning problems,
  but some software may be incorporated in a system to assist with decommissioning process.
- If the data in the decommissioned-system is still valuable to your organisation,
  then you may have to convert it for use by some other system.
Organisations, People and Computer Systems

- Following human and organisational factors affect the system-design:

**1. Process Changes**
- Does the system require changes to the work processes in the environment?
- If so, training will certainly be required.

**2. Job Changes**
- Does the system de-skill the users in an environment or cause them to change the way they work?
- If so, they may actively resist the introduction of the system into the organisation.

**3. Organisational Changes**
- Does the system change the political power structure in an organisation?

Organisational Processes
- The procurement process is normally embedded within client-organization (Figure 2.9).
- The system-procurement is concerned with
  → making decisions about the best way for an organisation to acquire a system and
  → deciding on the best suppliers of the system.
- Large complex systems usually consist of a mixture of
  → off-the-shelf and
  → specially built-in components.
- Why more and more software is included in systems?
  Ans: This allows more use of existing hardware-components, with the software acting as a 'glue' to make these hardware components work together effectively.

![Figure 2.9 Procurement, development and operational processes](image)

Some important points about the process shown in Figure 2.10 are:
1. Off-the-shelf components do not usually match requirements exactly.
2. When a system is to be built specially, the requirements-specification acts as the basis of a contract for the system-procurement.
3. After a contractor has been selected, there is a contract-negotiation period where you may have to
  → negotiate further changes to the requirements and
  → discuss issues such as the cost of changes to the system.

![Figure 2.10 The system procurement process](image)
Legacy Systems

- These systems are socio-technical systems that have been developed in the past, often using older technology.
- These systems include
  → hardware & software and
  → legacy processes & procedure.
- These systems are often business-critical systems. They are maintained because it is too risky to replace them.

![Figure 2.11 Legacy system components](image)

- Logical parts of legacy system (Figure 2.11):
  1. **System Hardware**
     - In many cases, legacy-systems have been written for mainframe-hardware that is no longer available.
     - The mainframe-hardware is expensive to maintain.
     - The mainframe-hardware may not be compatible with current organisational-policies.
  2. **Support Software**
     - The legacy-system relies on OS & compilers provided by the old hardware-manufacturer.
     - Again, these softwares may be no longer supported by their original providers.
  3. **Application Software**
     - The application-system is usually composed of a number of separate programs that have been developed at different times.
  4. **Application Data**
     - These are the data that are processed by the application-system.
     - In many legacy systems, an immense volume of data has accumulated over the lifetime of the system.
  5. **Business Processes**
     - These processes are used in the business to achieve some business-objective.
     - Business-processes may be
       → designed around a legacy-system and
       → constrained by the functionality that it provides.
  6. **Business policies and Rules**
     - These are definitions of how the business should be carried out and constraints on the business.
UNIT 2: CRITICAL SYSTEMS

Critical Systems
• These are socio-technical systems that people or businesses depend on.
• Failure of the systems results in
  → serious problems and
  → significant losses.
• Three main types:
  1. **Safety-critical Systems**
     ➢ A system whose failure may result in
       → injury
       → loss of life or
       → serious environmental damage.
     ➢ Example: control-system in a chemical manufacturing plant.
  2. **Mission-critical Systems**
     ➢ A system whose failure may result in the failure of some goal-directed activity.
     ➢ Example: navigational-system in a spacecraft.
  3. **Business-critical Systems**
     ➢ A system whose failure may result in very high costs for the business.
     ➢ Example: customer accounting-system in a bank.
• Dependability is the most important property of a critical-system.
• Why dependability is the most important property:
  1. Systems that are unreliable, unsafe or insecure are often rejected by their users.
  2. System-failure costs may be enormous.
  3. Untrustworthy-systems may cause information-loss.
• Trusted methods (& techniques) must be used for development of critical-systems.
• Three components where failures may occur are:
  1. **System hardware** may fail because
     → of mistakes in its design
     → components fail as a result of manufacturing-errors or
     → components have reached the end of their natural life.
  2. **System software** may fail because
     → of mistakes in specification, design or implementation.
  3. **Human operators of the system** may fail to operate the system correctly.
A Simple Safety-critical System

- There are 2 high-level dependability requirements for insulin pump system (Figure 3.1):
  1. The system shall be available to deliver insulin when required (Figure 3.2).
  2. The system shall perform reliably and deliver the correct amount of insulin.

![Figure 3.1 Insulin pump structure](image1)

![Figure 3.2 Data-flow model of the insulin pump](image2)

*If you have a burning desire and a plan to take action, there is absolutely nothing you cannot achieve.*
System Dependability

- The dependability means the degree of user-confidence that
  - system will operate as they expect and
  - system will not 'fail' in normal use.

- Four main dimensions of dependability (Figure 3.3):
  1. **Availability**
     - Informally, availability means the probability that the system will be able to deliver useful services at any given time.
  2. **Reliability**
     - Informally, reliability means the probability, over a given period of time, that the system will correctly deliver services as expected by the user.
  3. **Safety**
     - Informally, safety means a judgment of how likely that the system will cause damage to people or its environment.
  4. **Security**
     - Informally, security means a judgment of how likely that the system can resist accidental or deliberate intrusions.

Figure 3.3 Dimensions of dependability

- Further, these 4 dimensions can be divided into a number of simpler properties. For example:
  1. **Security** includes integrity, confidentiality etc
  2. **Reliability** includes correctness, precision, timeliness etc

- Also, four main dimensions of dependability:
  1. **Repairability**
     - The disturbance caused by failure can be minimized if the system can be repaired quickly.
     - Repairability is improved when the organisation using the system
       - has access to the source-code and
       - has the skills to make changes to the source-code.
  2. **Maintainability**
     - As systems are used, new requirements emerge.
     - It is important to maintain the usefulness of a system by changing it to accommodate these new requirements.
  3. **Survivability**
     - This means the ability of a system to continue to deliver service while it is under attack.
     - Three strategies to improve survivability:
       - resistance to attack
       - attack recognition and
       - recovery from that damage caused by an attack.
  4. **Error Tolerance**
     - This reflects the extent to which the system has been designed so that user-input error are avoided and tolerated.
     - When user-errors occur, the system should detect these errors and either
       - fix them automatically or
       - request the user to re-input their data.
Availability & Reliability

- The reliability means the probability, over a given period of time, that the system will correctly deliver services as expected by the user.
- The availability means the probability that the system will be up & running and able to deliver useful services at any given time.
- Reliability and availability are compromised by system-failures. These may be a failure to provide a service, a failure to deliver a service as specified or insecure-delivery of a service.

Differences between the terms fault, error and failure:

1) System Failure
- An event that occurs at some point in time when the system does not deliver a service as expected by its users.

2) System Error
- An erroneous-state that can lead to system-behaviour that is unexpected by users.

3) System Fault
- A characteristic of a system that can lead to an error.
- For example, failure to initialise a variable could lead to that variable having the wrong value when it is used.

4) Human Error or Mistake
- Human-behaviour that results in the introduction of faults into a system.

Three approaches to improve reliability of system:

1) Fault Avoidance
- Development techniques are used that either minimise the possibility of mistakes or trap mistakes before they result in the introduction of faults.
- Examples include avoiding error-prone programming language constructs such as pointers.

2) Fault Detection and Removal
- The use of V&V techniques that increase the chances that faults will be detected and removed before the system is used.
- Examples include testing and debugging.

3) Fault Tolerance
- Techniques that ensure that faults in a system do not result in errors or errors do not result in failures.
- Examples include incorporation of self-checking facilities in a system and use of redundant system-modules.
UNIT 2(CONT.): SOFTWARE PROCESSES

Software Process
• This is a set of activities carried out in developing software.
• Four main activities of software-process:
  1. **Software Specification**
     ➢ The functionality of software and constraints on its operation must be defined.
  2. **Software Design and Implementation**
     ➢ The software to meet the specification must be produced.
  3. **Software Validation**
     ➢ The software must be validated to ensure that it does what the customer wants.
  4. **Software Evolution**
     ➢ The software must evolve to meet changing customer needs.

Software Process Model
• This is an abstract representation of a process.
• This provides guideline to organize how activities should be performed and in what order.
• Four process-models:
  1. Waterfall model
  2. Evolutionary Development
  3. Component-based Software Engineering (CBSE)
  4. Iterative Models

Concentrated thoughts produce desired results.
Waterfall Model

- This was the oldest software development approach.
- This is most commonly used model in software engineering.
- This is also called as linear sequential model.

![Figure 4.1 The software life cycle](image)

- Five stages of waterfall model (Figure 4.1):
  1. **Requirements Analysis & Definition**
     - The services, constraints and goals of systems are established by discussion with customers.
  2. **System & Software Design**
     - Software-design involves identifying and describing the basic system abstractions and their relationships.
     - This helps in specifying hardware- and system-requirements.
     - This also helps in defining overall system-architecture.
  3. **Implementation & Unit Testing**
     - The software-design is realized as a set of program-units.
     - Unit-testing involves verifying that each unit meets its specification.
  4. **Integration & System Testing**
     - The individual program-units are integrated and tested as a complete system to ensure that the software-requirements have been met.
     - After testing, the system is delivered to the customer.
  5. **Operation & Maintenance**
     - The system is installed and put into practical use.
     - Maintenance involves
       - correcting errors and
       - enhancing services of system.

- Advantages:
  1. Simple & easy to understand & use.
  2. Documentation is produced at each stage.
  3. Stages are processed & completed one at a time.
  4. Clearly defined stages.
  5. Suitable for development of large-sized systems.

- Disadvantages:
  1. Inflexible partitioning of the project into distinct stages.
  2. Difficult to respond to changing customer-requirements.
  3. Not a good model for complex and object-oriented projects.
  4. No working software is produced until late in the life cycle.

*Take a moment to reflect and recharge; its time well spent.*
Evolutionary Development

• This is also called as iterative model (Figure 4.2).

• The basic idea is:
  1. Developers produce an initial version of the system rapidly.
  2. Customers use the system and give feedback.
  3. Developers modify the system based on feedback.
  4. Repeat steps 2 and 3 until customers are satisfied.

![Figure 4.2 Evolutionary development](image)

• Two types are:
  
  **1. Exploratory Development**
  
  ➢ The objective is to work with the customer to
    → explore the customer's requirements and
    → deliver a final system.
  
  ➢ The development starts with the parts of the system that are understood.
  
  ➢ The system evolves by adding new features proposed by the customer.

  **2. Throwaway Prototyping**
  
  ➢ The objective is to understand the customer-requirements and hence develop a better requirements-definition for the system.
  
  ➢ The prototype concentrates on experimenting with the customer-requirements that are poorly understood.

• Advantages:
  1. Specification can be developed incrementally.
  2. Suitable for development of small and medium-sized systems.
  3. Some working functionality can be developed quickly and early in the life cycle.
  4. Parallel development can be planned.
  5. It supports changing customer-requirements.
  6. Users get a feel for the actual system in early stage.

• Disadvantages:
  
  **1. The process is not visible**
  
  ➢ Managers need regular deliverables to measure progress (no documents other than the system).

  **2. Systems are often poorly structured**
  
  ➢ Continual change tends to corrupt the software-structure.
  
  ➢ Incorporating software changes becomes increasingly difficult and costly.
  
  ➢ Not suitable for development of large, complex, long-lifetime systems.
Component based Software Engineering (CBSE)

- The basic idea is
  → a library of reusable-components are available &
  → components are well documented so that they can be used correctly.

• Four stages of CBSE (Figure 4.3):
  1. **Component Analysis**
     - Based on the requirements-specification, a search is made for components to implement that specification.
  2. **Requirements Modification**
     - The requirements are analysed using information about the components that have been discovered.
     - They are then modified to reflect the available components.
  3. **System Design with Reuse**
     - The framework of the system is designed or an existing framework is reused.
     - The designers → take into account the components that are reused and → organise the framework.
  4. **Development and Integration**
     - Software that cannot be externally procured is developed, and the components are integrated to create the new system.

- Advantages:
  1. Development-time is reduced. This leads to faster delivery of the software.
  2. Cost and risk involved is reduced.
  3. Amount of software to be developed is reduced.

- Disadvantages:
  1. Reusing components leads to changes in design and requirements.
  2. Control over system evolution is lost.

**Which software process model is best?**

- Depends on the project circumstances and requirements.
- Combinations of models are used sometimes to get the benefits of more than one model.
- Criteria for evaluating models:
  → Risk management
  → Quality/cost control
  → Visibility of progress
  → Early system functionality
  → Customer involvement and feedback.

---

*The day you stop giving is the day you stop receiving. The day you stop learning is the day you stop growing.*
Iterative Models
- Change is inevitable in all large projects.
- As management-priorities change, the system-requirements change.
- As new technologies become available, designs and implementation change.
- The process-activities are regularly repeated, as the system is reworked in response to change requests.
- Two process models are:
  1. **Incremental Delivery**
     - The software specification, design and implementation are broken down into a series of increments that are each developed in turn.
  2. **Spiral Development**
     - The development of the system spirals outwards from an initial outline through to the final developed system.

Incremental Delivery
- This is an in-between approach that combines the advantages of waterfall and evolutionary models (Figure 4.4).

![Diagram of Incremental Delivery](image)

- This delivers a series of releases called increments.
- The increments provide progressively more functionality for the customer, as each increment is delivered.
- The first increment is often a core-product, where the basic requirements are addressed.
- The supplementary features are added in the next increments.
- Once the core-product is evaluated by the customer, there is plan-development for the next increment. This process continues till the complete product is produced.
- Advantages:
  1. Initial product delivery is faster i.e. customers do not have to wait until the entire system is delivered.
  2. Customer can respond to feature and review the product.
  3. Lower risk of overall project-failure.
  4. It is generally easier to test and debug.
- Disadvantages:
  1. Increments should be relatively small (20,000 lines of code).
  2. Each increment should deliver some system-functionality.
  3. Resulting cost may exceed the cost of the organization.
  4. Hard to identify common facilities needed by all increments.
  5. Can be difficult to map the customer’s requirements onto increments of the right size.

*Success is the prize for those who stand true to their ideas.*
Spiral Model

- This is a software development approach which is a combination of an iterative nature of prototyping and systematic aspects of waterfall model.
- Each loop represents a stage of the software-process.
- Each loop is split into four sectors (Figure 4.5):

1. **Objective Setting**
   - Objectives for each stage of the project are defined.
   - Constraints on the process are identified.
   - A detailed management plan is drawn up.
   - Project-risks are identified.
   - Alternative strategies are planned.

2. **Risk Assessment & Reduction**
   - This involves identifying the risks associated with activities and taking steps to reduce those risks.

3. **Development and Validation**
   - A development model for the system is chosen which can be any of the generic models (waterfall model, spiral model etc).

4. **Planning**
   - The project is reviewed and the next phase of the spiral is planned.

**Figure 4.5 Spiral model of the software process**

- What is risk?
  Ans: Situations or possible events that may cause a project to fail to meet its goal.
  For example:
  - Experienced staff leave the project.
  - Essential hardware will not be delivered on schedule.
- Advantage:
  1. Risks are explicitly assessed and resolved throughout the process.
- Disadvantages:
  1. Requires highly skilled people in risk analysis and planning.
  2. Requires more time, and is more expensive.

*Your dreams minus your doubts equal your true worth.*
Process Activities
- The four basic process-activities of specification, development, validation and evolution are organised differently in different development processes.
- In waterfall model, the activities are organised in sequence.
  Whereas, in evolutionary development, the activities are interleaved.

Software Specification
- This is also called requirements engineering.
- The basic idea:
  1. Understand & define what services are required from the system and
  2. Identify the constraints on the system's operation & development.
- Errors at this stage lead to later problems in the system-design and -implementation.
- Four phases of requirements engineering (Figure 4.6):

  1. **Feasibility Study**
     - An estimate is made of whether the identified-user needs may be satisfied using current software- and hardware-technologies.
     - The result should inform the decision of whether to go ahead with a more detailed analysis.
     - This study should be relatively cheap & quick.

  2. **Requirements Elicitation & Analysis**
     - This is the process of deriving the system-requirements through
       → observation of existing-systems and
       → discussions with potential users.
     - This may involve the development of one or more system-models and prototypes.

  3. **Requirements Specification**
     - This activity translates the information gathered in analysis phase into a document.
     - The document defines a set of requirements.
     - Two types of requirements:
       1) **User requirements** are abstract statements of the system-requirements for the end-user of the system.
       2) **System requirements** are more detailed description of the functionality to be provided.

  4. **Requirements Validation**
     - This activity checks the requirements for consistency and completeness.
     - Errors in the requirements document are discovered.

![Figure 4.6 The requirements engineering process](image-url)
Software Design & Implementation
- The implementation-stage is the process of converting a system-specification into an executable-system.
- A software-design is a description of
  - structure of the software
  - interfaces between the components and
  - algorithms used.
- Six activities of software-design (Figure 4.7):
  1. Architectural Design
     - The subsystems making up the system and their relationships are identified and documented.
  2. Abstract Specification
     - For each subsystem, an abstract specification of its services & constraints are produced.
  3. Interface Design
     - For each subsystem, its interface with other subsystems is designed and documented.
  4. Component Design
     - Services are allocated to components.
     - The interfaces of these components are designed.
  5. Data structure Design
     - The data structures used in the system-implementation are designed in detail and specified.
  6. Algorithm Design
     - The algorithms used to provide services are designed in detail and specified.

Figure 4.7 A general model of the design process
Structured Method

- This includes
  - design process-model
  - notations to represent the design
  - report formats
  - rules and
  - design guidelines.

- Five supported models:
  
  1. **Object model**
     - This shows the object-classes used in the system and their dependencies.

  2. **Sequence model**
     - This shows how objects in the system interact when the system is executing.

  3. **State transition model**
     - This shows system-states and the triggers for the transitions from one state to another.

  4. **Structural model**
     - The system-components and their aggregations are documented.

  5. **Data flow model**
     - The system is modelled using the data-transformations that take place as it is processed.

- Normally, programmers carry out some testing of the code.
- Testing often reveals defects which must be removed from the program. This is called **debugging**.
- Testing vs. Debugging.
  - Testing establishes the existence of defects.
  - Debugging means locating and correcting these defects (Figure 4.8).

![Figure 4.8 The debugging process](image)

- Defects in the code must be located and the program modified to meet its requirements.
- Testing must then be repeated to ensure that the change has been made correctly.
Software Validation

- This is intended to show that
  → the system conforms to its specification and
  → the system meets the expectations of the customer.
- This involves checking processes, such as inspections and reviews at each stage of the software-process (Figure 4.9).

![Component testing](image1)
![System testing](image2)
![Acceptance testing](image3)

**Figure 4.9 The testing process**

- Three stages in testing process (Figure 4.10):

  1. **Component Testing**
     - This is also called as unit testing.
     - Individual components are tested to ensure that they operate correctly.
     - Each component is tested independently, without other components.
     - Components may be
       → simple entities such as functions or object-classes or
       → coherent groupings of these entities.

  2. **System Testing**
     - The components are integrated to make up the system.
     - This process is concerned with finding
       → errors that result from unanticipated interactions between components and
       → component interface problems.
     - This is also concerned with validating that the system meets its functional and non-functional requirements.

  3. **Acceptance Testing**
     - The system is tested with data supplied by the customer rather than with simulated test-data.
     - This may reveal errors in the system-requirements definition.

![Requirements specification](image4)
![System specification](image5)
![System design](image6)
![Detailed design](image7)
![Acceptance test plan](image8)
![System integration test plan](image9)
![Sub-system integration test plan](image10)
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![System integration test](image14)
![Sub-system integration test](image15)

**Figure 4.10 Testing phases in the software process**

**Alpha Testing**

- Acceptance testing is also called alpha testing.
- Custom-systems are developed for a single customer.
- The testing process continues until the system-developer and the customer agree that the delivered-system is an acceptable implementation of the system-requirements.

**Beta Testing**

- Beta testing is used when a system is to be marketed as a software-product.
- This involves delivering a system to a number of potential customers who agree to use that system.
- The customers report problems to the system-developers.
- The testing process detects errors that may not have been anticipated by the system-developers.

*Never give up! Failure and rejection are only the first step to succeeding.*
Software Evolution

• Once a decision has been made to procure hardware, it is very expensive to make changes to the hardware-design (Figure 4.11).
  However, changes can be made to software at any time during or after system-development.

• This distinction between development and maintenance is becoming increasingly irrelevant.
• Rather than 2 separate processes, it is more realistic to think of software-engineering as an evolutionary process where software is continually changed over its lifetime in response to changing requirements and customer needs.
The Rational Unified Process

- This is described from 3 perspectives:
  1. A **dynamic** perspective that shows the phases of the model over time.
  2. A **static** perspective that shows the process-activities that are enacted.
  3. A **practice** perspective that suggests good practices to be used during the process.

- Four phases in software-process (Figure 4.12):
  1. **Inception**
     - The goal is to establish a business-case for the system.
     - You should
       → identify all external entities that will interact with the system and
       → define these interactions.
  2. **Elaboration**
     - The goal is to
       → develop an understanding of the problem-domain
       → establish an architectural-framework for the system
       → develop the project-plan and
       → identify key project-risks.
  3. **Construction**
     - This is concerned with design, programming and testing.
     - Parts of the system are developed in parallel and integrated.
  4. **Transition**
     - This is concerned with
       → moving the system from development-community to user-community and
       → making the system work in a real environment.

![Figure 4.12 Phases in the Rational Unified Process](image)

- The static view of the RUP focuses on the activities that take place during the development process. These are called workflows.
- The core engineering and support workflows are
  1. **Business Modeling**
     - The business-processes are modelled using business use-cases.
  2. **Requirements**
     - Actors who interact with the system are identified.
     - Use-cases are developed to model the system-requirements.
  3. **Analysis and Design**
     - A design-model is created and documented using
       → architectural-models
       → component-models and
       → sequence-models.
  4. **Implementation**
     - The system-components are implemented.
  5. **Testing**
     - Testing is carried out in conjunction with implementation.
  6. **Deployment**
     - A product-release is
       → created & distributed to users and
       → installed in user’s workplace.
  7. **Configuration and Change Management**
     - This manages changes to the system.
  8. **Project Management**
     - This manages the system-development.
  9. **Environment**
     - This is concerned with making right software-tools available to development-team.

*He who conquers others is strong. He who conquers himself is mighty.*
Six best practices are recommended:

1. **Develop Software Iteratively**
   - Plan increments of the system based on customer-priorities.
   - Develop and deliver the highest priority system-features early in the development process.

2. **Manage Requirements**
   - Explicitly document the customer’s requirements and keep track of changes to these requirements.
   - Analyse the impact of changes on the system before accepting them.

3. **Use Component-based Architectures**
   - Structure the system-architecture into components.

4. **Visually Model Software**
   - Use graphical models to present static- and dynamic-views of the software.

5. **Verify Software Quality**
   - Ensure that the software meets the organisational quality standard.

6. **Control Changes to Software**
   - Manage changes to the software using a change management-system and configuration-management tools.

*Success in the end erases all the mistakes along the way.*
CASE

- CASE stands for Computer-Aided Software Engineering.
- CASE is a software used to support process-activities such as
  → requirements-engineering
  → design
  → program-development and
  → testing.
- CASE tools include
  → design editors
  → data dictionaries
  → compilers
  → debuggers and
  → system building tools.
- Five activities can be automated using CASE tools:
  1. The development of graphical-models as part of
     → requirements-specification or
     → software-design.
  2. Understanding a design using a data-dictionary.
  3. Generation of user-interfaces from a graphical-description.
  4. Program-debugging.
  5. Translation of programs from an old version to a more recent version.
- Two limitations of CASE tools:
  1. Existing CASE systems automate routine activities but attempts to exploit artificial intelligence technology to provide support for design have not been successful.
  2. In most organisations, SE is a team-activity. Software-engineers spend a lot of time interacting with other team-members. CASE technology does not provide much support for this.
CASE Classification

- This helps to understand types of CASE tools and CASE tool’s role in supporting process-activities.
- CASE tools can be classified from 3 perspectives (Figure 4.14 & 4.15):
  1. **A Functional Perspective**
     - CASE tools are classified according to their specific function.
  2. **A Process Perspective**
     - Tools are classified according to the process-activities that they support.
  3. **An Integration Perspective**
     - CASE tools are classified according to how they are organised into integrated-units that provide support for one or more process-activities.

![Figure 4.14 Functional classification of CASE tools](image)

![Figure 4.15 Activity based classification of CASE tools](image)

*The only difference between dreams and achievements is hard work.*
UNIT 4: SYSTEM MODELS

System Model
• This is an abstraction of the system being studied.
• Why do we create a model?
  Ans: To gain a better understanding of an entity.
  For example, a model of a plane is a small plane.
• A software-model must be capable of representing:
  1. Information that the software transforms.
  2. Functions that enable the transformation to occur.
  3. Behavior of the system as the transformation takes place.
• Five types of models:
  1. **Data-flow model**
     ➢ This shows how data is processed at different stages in the system.
  2. **Composition model**
     ➢ This shows how entities in the system are composed of other entities.
  3. **Architectural model**
     ➢ This shows the principal subsystems that make up a system.
  4. **Classification model**
     ➢ This shows how entities have common characteristics.
  5. **Stimulus-response model**
     ➢ This shows how the system reacts to internal and external events.

Context Model
• This shows how the system being modeled is positioned in an environment with other systems and processes (Figure 8.1).
• They also define the boundaries of the system.
• However, they do not show the relationships between
  → other systems in the environment and
  → system that is being specified.
• Following models can be used as context models:
  1. Architectural models
  2. Process models and
  3. Data-flow models
• Simple architectural models are normally supplemented by other models, such as process models.
• A *process models* show the process activities supported by the system.

![Figure 8.1 The context of an ATM system](image-url)
**Behavioural Model**
- This is used to describe the overall behaviour of the system.
- Two types of model:
  1) Data-flow models and 2) State machine models

**Data Flow Models**
- This shows how data is processed at different stages in the system.
- This also shows how data flows through a sequence of processing stages.
- Notations used to represent the model (Figure 8.3 & 8.4):
  1. Ovals for functional processing.
  2. Rectangles for data stores.
  3. Labeled arrows for data movements between functions.

---

**Figure 8.3 Data-flow diagram of order processing**

**Figure 8.4 Data-flow diagram of an insulin pump**

- Advantages:
  1. Simple and intuitive.
  2. Used as the part of system documentation file.
  3. Documentation helps analysts understand what is going on.
  4. Beneficial for communicating existing system knowledge to the users.
  5. Easier to understand by technical and non-technical people.

- Disadvantages:
  1. Takes a long time to create.
  2. Makes the programmers little confusing towards the system.
State Machine Model
- This shows how the system reacts to internal & external events.
- This assumes that, at any time, the system is in one of the possible states.
- When a stimulus is received, this may trigger a transition to a different state.
- An event is something that affects the system.
- This does not show the flow of data within the system.
- This is used for modeling real-time systems.
- Statecharts are an integral part of the UML and are used to represent state machine models.

Statecharts
- Allow the decomposition of a model into sub-models (Figure 8.5).
- A brief description of the actions is included following the ‘do’ in each state.
- Can be complemented by tables describing the states and the stimuli.

Figure 8.5 State machine model of a simple microwave oven
**Data Model**
- This is used to describe the logical structure of data processed by the system. (Figure 8.7).
- Most commonly used technique is ERA model (Entity Relation Attribute).
- ERA model shows (Figure 8.8)
  1. Data entities
  2. Associated attributes and
  3. Relations between these entities
- ER models are commonly used in database design.
- This can readily be implemented using relational databases

**Figure 8.7 Microwave oven operation**

**Figure 8.8 Semantic data model for the L1BSYS system**

**Drawback:**
- Like all graphical models, data models lack detail, and you should maintain more detailed descriptions of the entities, relationships and attributes.

**Solution:**
- You may collect the more detailed descriptions in a repository (called data dictionary).
- A **data dictionary** is an alphabetic-list of the names used in the system-models.
- The dictionary should also include
  - an associated description of the named-entity.
- If the name represents a composite-object, the dictionary should also include
  - description of the composition.
- Other information may also be included such as
  - date of creation and
  - name of creator.
- Advantages of using data dictionary:
  1. **It is a mechanism for name management.**
     - Many people may have to invent
       - names for entities and
       - relationships when developing a large system-model.
     - These names should be used consistently and should not clash.
  2. **It serves as a store of organizational information.**
     - As the system is developed, information that can link analysis, design & implementation is added to the dictionary.
     - Thus, all information about an entity is in one place.
Object Model

- This describes the system in terms of object-classes and their associations.
- They may be used to represent both system-data and its processing.
- An object is an executable entity with the attributes and services of the class.
- A class is a set of objects with common attributes and the operations provided by each object.
- The class can be reused across the systems.
- A class is represented as a rectangle with 3 sections (Figure 8.10):
  1. Name of the class is in the top section.
  2. Attributes are in the middle section.
  3. Operations associated with the class are in the bottom section.
- The system is developed using an OOP language such as Java or C++.
- This is commonly used for interactive systems development.
- Three object-models may be produced:
  1. Inheritance models
  2. Aggregation models and
  3. Interaction models.

![Figure 8.10 Part of a class hierarchy for a library](image)

*Life is built of the things we do. The only constructive material is positive action.*
Inheritance Model

- Object-oriented modeling involves identifying the classes of object that are important in the domain being studied.
- These are then organized into a taxonomy.
- A taxonomy is a classification scheme that shows how all class is related to other classes through common attributes and services.
- To display the taxonomy, the classes are organised into an inheritance-hierarchy (Figure 8.11).
- Most general classes (parent) are at the top of the hierarchy.
- More specialized objects inherit parent’s attributes and services. The specialized objects may have their own attributes and services.

![Figure 8.11 User class hierarchy](image)

- In multiple inheritance models, a class has several parents (Figure 8.12).

![Figure 8.12 Multiple inheritance](image)

- Main problem of multiple inheritance:
  1. Designing an inheritance-graph where objects do not inherit unnecessary attributes.
  2. Difficulty of re-organizing the inheritance-graph when changes are required.
  3. Resolving name clashes where attributes of 2 or more super-classes have the same name but different meanings.

*Always keep a window open in your mind for new ideas.*
Object Aggregation
- An object is an aggregate of a set of other objects (Figure 8.13).
- The classes representing these objects may be modeled using an object aggregation model.

Object Behaviour Modeling
- To model the behaviour of objects, you have to show how the operations provided by the objects are used.
- In the UML, you model behaviours using scenarios that are represented as UML use cases.
- One way to model behaviour is to use UML sequence diagrams.
- Sequence diagrams show the sequence of actions involved in a use-case.
- In a sequence diagram,
  1. Objects and actors are aligned along the top of the diagram (Figure 8.14).
  2. Labeled arrows indicate operations.
  3. Sequence of operations is from top to bottom.
Structured Method

• This is a systematic way of producing models of a system that is to be built.
• They have their own preferred set of system-models.
• They usually define
  → a process that may be used to derive the system-models and
  → a set of rules that apply to the models.
• Standard documentation is produced for the system.
• CASE tools are usually available for method-support.
• CASE tools support
  → model editing and
  → code & report generation.
• Advantages:
  1. They have been applied successfully in many large projects.
  2. They can deliver significant cost reductions.
  3. They ensure that standard design documentation is produced.
• Disadvantages:
  1. They do not provide effective support for modelling non-functional system-requirements.
  2. They often produce too much documentation.
  3. The models that are produced are very detailed, and users often find them difficult to understand.
  4. They do not usually include guidelines to help users decide whether a method is appropriate for a particular problem.

![Diagram](image.png)

Figure 8.15 The components of a CASE tool for structured method support

• Full method-support tools include (Figure 8.15):

  1. **Diagram Editors**
     - The editors are used to create object-models, data-models & behavioral-models.
     - These editors are aware of the types of entities in the diagram.
     - They
       → capture information about the entities and
       → save the information in the central repository.

  2. **Design Analysis and Checking Tools**
     - These tools
       → process the design and
       → report on error.
     - These tools may be integrated with the editing-system so that user-errors are trapped at an early stage in the process.

  3. **Repository Query Languages**
     - These languages allow the designer to find designs and associated design-information in the repository.

  4. **A Data Dictionary**
     - This maintains information about the entities used in a system-design.

*Every success is built on the ability to do better than good enough.*
5. Report Definition and Generation Tools
- These tools take information from the central-store and automatically generate system-documentation.

6. Forms Definition Tools
- These tools allow screen and document formats to be specified.

7. Import/Export Facilities
- These allow the interchange of information from the central-store with other development tools.

8. Code Generators
- These generate code (or code-skeletons) automatically from the design captured in the central-store.

The only thing you have to fear is not giving 100%.
UNIT 4(CONT.): PROJECT MANAGEMENT

Project Management
• This is concerned with activities involved in ensuring that software is delivered on time and on schedule.
• Why do we need project management?
   Ans: Software engineering is subject to organizational-budget and schedule-constraints.
   Project managers ensure that software meets these constraints

How is software engineering different?
1. **The product is intangible**
   • Software cannot be seen or touched.
   • Project-managers cannot see progress of the project.
   • The managers rely on others to produce the documentation needed to review progress.

2. **There are no standard software-processes**
   • Software-processes vary severely from one organisation to another.
   • We still cannot reliably predict when a particular software-process is likely to cause problems.

3. **Large software projects are often ‘one-off’ projects**
   • Large-projects are usually different in some ways from previous-projects.
   • Due to rapid technological changes in computers, manager’s experience may become obsolete.

Management Activities
1. **Proposal Writing**
   • The proposal describes
     1. Objectives of the project
     2. How the objectives will be carried out
   • The proposal usually includes cost- and schedule-estimates.

2. **Project Planning and Scheduling**
   • Project planning is concerned with identifying the activities, milestones and deliverables produced by a project.
   • A plan is drawn up to guide the development towards the project-goals.

3. **Project cost**
   • Cost estimation is concerned with estimating the resources required to accomplish the project-plan.

4. **Project Monitoring and Reviews**
   • The manager must
     → keep track of the progress of the project and
     → compare actual & planned progress.
   • Project reviews are concerned with
     → reviewing overall progress of the project and
     → checking whether the project and the goals of the organization are aligned.

5. **Personnel Selection and Evaluation**
   • Project-managers usually have to select people to work on their project.
   • Managers have to settle for a less-than-ideal project-team. The reasons for this are:
     1. The project-budget may not cover the use of highly paid staff.
     2. Staff with the appropriate experience may not be available.
     3. The organisation may wish to develop the skills of its employees.

6. **Report Writing and Presentations**
   • Project managers are usually responsible for reporting on the project to both the client and contractor organisations.
   • They have to write brief documents that abstract critical information from detailed project reports.

*It’s in your moments of decision that your destiny is shaped.*
Project Planning

- This is concerned with identifying the activities, milestones and deliverables produced by the project.
- A plan is drawn up to guide the development towards the project-goals (Figure 5.1).
- Planning is an iterative process, which is only complete when the project itself is complete.
- As project-information becomes available during the project, the plan should be regularly revised.
- At the beginning, you should assess the constraints (staff available & overall budget) affecting the project.
- Project managers should estimate project parameters such as its structure, size, and distribution of functions.

```
while project has not been completed or cancelled loop
  Establish the project constraints
  Make initial assessments of the project parameters
  Define project milestones and deliverables
  Draw up project schedule
  Initiate activities according to schedule
  Wait ( for a while )
  Review project progress
  Revise estimates of project parameters
  Update the project schedule
  Renegotiate project constraints and deliverables
  if ( problems arise ) then
    Initiate technical review and possible revision
  end if
end loop
```

Figure 5.1 Project planning

<table>
<thead>
<tr>
<th>Plan</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality plan</td>
<td>Describes the quality procedures and standards that will be used in a project.</td>
</tr>
<tr>
<td>Validation plan</td>
<td>Describes the approach, resources and schedule used for system validation.</td>
</tr>
<tr>
<td>Configuration management plan</td>
<td>Describes the configuration management procedures and structures to be used.</td>
</tr>
<tr>
<td>Maintenance plan</td>
<td>Predicts the maintenance requirements of the system, maintenance costs and effort required.</td>
</tr>
<tr>
<td>Staff development plan</td>
<td>Describes how the skills and experience of the project team members will be developed.</td>
</tr>
</tbody>
</table>

Figure 5.2 Types of plan
The Project Plan

1. Introduction
   • This describes the objectives of the project and
     sets out the constraints e.g. budget, time

2. Project Organisation
   • This describes
     the way in which the project-team is organized and
     People involved with their roles.

3. Risk Analysis
   • This describes
     possible project risks
     likelihood of the risks arising and
     risk reduction strategies.

4. Hardware and Software Resource Requirements
   • This specifies the hardware and the support-software required to carry out the development.
   • If hardware has to be bought, estimates of the prices and the delivery-schedule may be included.

5. Work Breakdown
   • This
     sets out the breakdown of the project into activities and
     identifies the milestones & deliverables associated with each activity.

6. Project Schedule
   • This shows the dependencies between
     1. Activities
     2. Estimated time required to reach each milestone and
     3. Allocation of people to activities

7. Monitoring and Reporting Mechanisms
   • This defines the management-reports that should be produced and the project-monitoring mechanisms used.

Milestones and Deliverables

<table>
<thead>
<tr>
<th>Milestones</th>
<th>Deliverables</th>
</tr>
</thead>
<tbody>
<tr>
<td>A recognizable end-point of a software-process activity (Figure 5.3).</td>
<td>A project-result that is delivered to the customer.</td>
</tr>
<tr>
<td>At each milestone, there should be a formal output, such as a report, that can be presented to management.</td>
<td>Usually delivered at the end of some major project phase such as specification or design.</td>
</tr>
<tr>
<td>Milestones may be internal project results that are used by the project-manager to check project-progress but which are not delivered to the customer.</td>
<td>Deliverables are usually milestones, but milestones need not be deliverables.</td>
</tr>
</tbody>
</table>

Figure 5.3 Milestones in the requirements process

The greatest glory in living lies not in never falling, but in rising every time we fall.
Project Scheduling

- The basic idea is
  1. Separate the total work involved in a project into separate activities.
  2. Then, judge the time required to complete these activities (Figure 5.4).

- Usually, some of these activities are carried out in parallel.
- Project-activities should normally last at least a week.

- When estimating schedules, project-manager should not assume that every stage of the project will be problem-free. This is because
  1. People working on a project may fall ill or may leave.
  2. Hardware may break down.
  3. Essential software may be delivered late.

- Project manager also have to estimate the resources needed to complete each task.
- The principal resource is the human-effort required. Other resources may be
  1. Disk-space required on a server.
  2. Time required on specialized hardware.
  3. Travel-budget required for project-staff.

Figure 5.4 The project scheduling process

Focus on where you want to go, not where your currently are.
Bar Charts and Activity Networks
- These are graphical notations used to illustrate the project-schedule.
- Bar-charts show (Figure 5.6)
  - who is responsible for each activity and
  - when the activity is scheduled to begin and end.
- Activity-networks show the dependencies between different activities making up a project (Fig 5.7).

<table>
<thead>
<tr>
<th>Task</th>
<th>Duration (days)</th>
<th>Dependencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>T2</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>15</td>
<td>T1 (M1)</td>
</tr>
<tr>
<td>T4</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>T5</td>
<td>10</td>
<td>T2, T4 (M2)</td>
</tr>
<tr>
<td>T6</td>
<td>5</td>
<td>T1, T2 (M3)</td>
</tr>
<tr>
<td>T7</td>
<td>20</td>
<td>T1 (M1)</td>
</tr>
<tr>
<td>T8</td>
<td>25</td>
<td>T4 (M5)</td>
</tr>
<tr>
<td>T9</td>
<td>15</td>
<td>T3, T6 (M4)</td>
</tr>
<tr>
<td>T10</td>
<td>15</td>
<td>T5, T7 (M7)</td>
</tr>
<tr>
<td>T11</td>
<td>7</td>
<td>T9 (M6)</td>
</tr>
<tr>
<td>T12</td>
<td>10</td>
<td>T11 (M8)</td>
</tr>
</tbody>
</table>

Figure 5.5 Task durations and dependencies

Figure 5.6 An activity network

Success is not where you are in life, but the obstacles you have overcome.
Figure 5.7 Activity bar chart

Action may not bring happiness, but there is no happiness without action.
Risk Management

- The basic idea is
  1. Identify possible risks.
  2. Then, draw up plans to minimize their effect on a project (Figure 5.9).

- Three categories of risk:
  1. **Project Risks**
     - The risks that affect the project-schedule or resources.
     - Example: loss of an experienced designer.
  2. **Product Risks**
     - The risks that affect the quality or performance of the software.
     - Example: failure of a purchased component.
  3. **Business Risks**
     - The risks that affect the organisation developing the software.
     - Example: a competitor introducing a new product.

![Figure 5.9 Possible software risks](image)

- Four stages in risk management (Figure 5.10):
  1. **Risk Identification**
     - Possible project-, product- and business-risks are identified.
  2. **Risk Analysis**
     - The likelihood and consequences of these risks are assessed.
  3. **Risk Planning**
     - Plans to address the risk either by avoiding it or minimizing its effects on the project are drawn up.
  4. **Risk Monitoring**
     - The risk is constantly assessed and plans for risk mitigation are revised as more information about the risk becomes available.

![Figure 5.10 The risk management process](image)

*We cannot always control what goes on outside, but we can control what goes on inside.*
Risk Identification

- This is concerned with discovering possible risks to the project.
- Six types of risk (Figure 5.11):
  
  1. **Technology Risks**
     - Risks that derive from the software/hardware technologies that are used to develop the system.
  
  2. **People Risks**
     - Risks that is associated with the people in the development-team.
  
  3. **Organisational Risks**
     - Risks that derive from the organisational environment where the software is being developed.
  
  4. **Tools Risks**
     - Risks that derive from the CASE tools & other support software used to develop the system.
  
  5. **Requirements Risks**
     - Risks that derive from changes to the customer-requirements and the process of managing the requirements change.
  
  6. **Estimation Risks**
     - Risks that derive from
       - management estimates of the system characteristics and
       - resources required to build the system.

![Figure 5.11 Risks and risk types](image)

Risk Monitoring

- This involves regularly assessing each of the identified risks to decide whether or not that risk is becoming more or less probable (Figure 5.14).

![Figure 5.14 Risk factors](image)

*You must learn from your past mistakes, but not lean on your past successes.*
There are essentially two things that will make us wiser: the books we read and the people we meet.

**Risk Planning**

- The basic idea is
  1. Consider each of the key risks that have been identified and
  2. Then, identify strategies to manage the risk (Figure 5.12).

<table>
<thead>
<tr>
<th>Risk</th>
<th>Probability</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organisational financial problems force reductions in the project budget</td>
<td>Low</td>
<td>Catastrophic</td>
</tr>
<tr>
<td>It is impossible to recruit staff with the skills required for the project.</td>
<td>High</td>
<td>Catastrophic</td>
</tr>
<tr>
<td>Key staff are ill at critical times in the project.</td>
<td>Moderate</td>
<td>Serious</td>
</tr>
<tr>
<td>Software components which should be reused contain defects which limit their functionality.</td>
<td>Moderate</td>
<td>Serious</td>
</tr>
<tr>
<td>Changes to requirements which require major design rework are proposed.</td>
<td>Moderate</td>
<td>Serious</td>
</tr>
<tr>
<td>The organisation is restructured so that different management are responsible for the project.</td>
<td>High</td>
<td>Serious</td>
</tr>
<tr>
<td>The database used in the system cannot process as many transactions per second as expected.</td>
<td>Moderate</td>
<td>Serious</td>
</tr>
<tr>
<td>The time required to develop the software is underestimated.</td>
<td>High</td>
<td>Serious</td>
</tr>
<tr>
<td>CASE tools cannot be integrated</td>
<td>High</td>
<td>Tolerable</td>
</tr>
</tbody>
</table>

**Figure 5.12 Risk analysis**

- Three categories of strategies (Figure 5.13):
  1. **Avoidance Strategies**
     - The probability that the risk will arise will be reduced.
     - Example: strategy for dealing with defective components.
  2. **Minimization Strategies**
     - The impact of the risk will be reduced.
     - Example: staff illness.
  3. **Contingency Plans**
     - You are prepared for the worst and have a strategy in place to deal with it.
     - Example: strategy for financial problems.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organisational financial problems</td>
<td>Prepare a briefing document for senior management showing how the project is making a very important contribution to the goals of the business.</td>
</tr>
<tr>
<td>Recruitment problems</td>
<td>Alert customer of potential difficulties and the possibility of delays, investigate buying-in components.</td>
</tr>
<tr>
<td>Staff illness</td>
<td>Reorganise team so that there is more overlap of work and people therefore understand each other's jobs.</td>
</tr>
<tr>
<td>Defective components</td>
<td>Replace potentially defective components with bought-in components of known reliability.</td>
</tr>
<tr>
<td>Requirements changes</td>
<td>Derive traceability information to assess requirements change impact, maximise information hiding in the design.</td>
</tr>
<tr>
<td>Organisational restructuring</td>
<td>Prepare a briefing document for senior management showing how the project is making a very important contribution to the goals of the business.</td>
</tr>
<tr>
<td>Database performance</td>
<td>Investigate the possibility of buying a higher-performance database.</td>
</tr>
<tr>
<td>Underestimated development time</td>
<td>Investigate buying-in components, investigate the use of a program generator.</td>
</tr>
</tbody>
</table>

**Figure 5.13 Risk management strategies**
UNIT 5: ARCHITECTURAL DESIGN

Architectural design
• This is an early stage of the system-design process.
• This is a link between 1) specification and 2) design-processes.
• This involves identifying major system components and their communications.
• The output of the architectural-design process is a description of the software-architecture.

Why do we need architectural design?
1. Stakeholder Communication
• Architecture may be used as a focus of discussion by different stakeholders.

2. System Analysis
• Architectural-design decisions have a strong effect on whether the system can meet critical requirements such as
  → performance
  → reliability and
  → maintainability.

3. Large-scale reuse
• The architecture may be reusable across a range of systems.

Non-Functional System Requirements
1. Performance
• Localize critical-operations within a small number of subsystems.
• Minimize communications between the subsystems.

2. Security
• Use a layered architecture with critical-assets in the inner layers.
• A high level of security-validation must be applied to the inner layers

3. Safety
• Localize safety critical-operations within a small number of subsystems.
• This reduces the costs and problems of safety-validation.

4. Availability
• Include
  → redundant-components and
  → mechanisms for fault-tolerance.
• It should be possible to replace and update components without stopping the system.

5. Maintainability
• Use fine-grain, self-contained components that may readily be changed.
• Producers of data should be separated from consumers.
• Shared data-structures should be avoided.
Architectural Design Decisions

- In architectural design, system-architects try to establish a system-organization that will satisfy the functional and non-functional requirements.
- The software-architect must make decisions about:
  - system organisation style
  - decomposition style &
  - control style.
- Evaluating different architectures for software is sometimes refereed to as trade off analysis.
- System-architect has to answer following basic questions:
  1. Is there a generic-architecture (i.e. waterfall or spiral) that can act as a template for the system that is being designed?
  2. How will the system be decomposed into modules?
  3. What architectural style is appropriate?
  4. What basic approach is used to structure the system?
  5. How will the structural-units be decomposed into modules?
  6. What strategy will be used to control the operation of the units?
  7. How will the architectural-design be evaluated?
  8. How should the architecture be documented?
- The architecture of a system may be based on a particular architectural-model.
- An architectural-style is a pattern of system-organisation such as:
  - client-server organisation or
  - layered architecture.
- Architectural-models developed include:
  1. **Static Structural Model**
     - This shows the subsystems that are to be developed as separate units.
  2. **Dynamic Process Model**
     - This shows how the system is organised into processes at run-time.
  3. **Interface Model**
     - This defines the services offered by each subsystem through its public-interface.
  4. **Relationship Models**
     - This shows relationships, such as data-flow, between the subsystems.
  5. **Distribution Model**
     - This shows how subsystems may be distributed across computers.
System Organization
• This shows the basic strategy used to organize a system.
• Three organisational-styles can be used:
  1. Repository model
  2. Client-server model and
  3. Layered model or abstract machine

The Repository Model
• In a system, the subsystems exchange information so that they can work together effectively.
• Information can be exchanged in 2 ways.
  1) All shared data is held in a central-database (Figure 11.2).
     ➢ These data can be accessed by all subsystems.
  2) Each subsystem maintains its own database.
     ➢ Data is interchanged with other subsystems by passing messages to them.

![Figure 11.2 The architecture of an integrated CASE toolset](image)

- Advantages:
  1. Efficient way to share large amounts of data.
  2. Subsystems need not be concerned with how data is produced.
  3. Centralised management e.g. backup, security, etc.
  4. Straightforward to integrate new tools.
- Disadvantages:
  1. Subsystems must agree on a repository data-model. Inevitably a compromise.
  2. Data-evolution is difficult and expensive.
  3. No scope for specific management policies.
  4. Difficult to distribute efficiently.
The Client-Server Model

- This is a distributed system-model.
- Three major components:
  1. A set of stand-alone **servers** which provide specific services such as printing, data management, etc.
  2. A set of **clients** that call on the services offered by servers.
  3. A **network** which allows the clients to access the servers (Figure 11.3).

- Clients have to know
  → names of the available-servers and
  → services that the servers provide.

- However, servers need not know either
  → identity of clients or
  → how many clients there are.

- Clients access the services provided by a server through RPC (remote procedure call).

![Figure 11.3 The architecture of a film and picture library system](image)

- Advantages:
  1. Distribution of data is straightforward.
  2. Easy maintenance.
  3. Flexibility: Easy to add new servers or upgrade existing servers.
  4. Scalability: Any element can be upgraded when needed.
  5. Centralization: Access, resources and data security are controlled through the server.

- Disadvantages:
  1. No shared data-model across servers.
  2. Subsystems may organise their data in different ways.
  3. Data interchange may be inefficient.
  4. No central register of names and services. It may be hard to find out what servers and services are available.
  5. Single point of failure: When servers go down, all operations stop.

---

*A man has two names: the one he is born with and the one that he makes for himself.*
The Layered Model

- This is also called as abstract machine model.
- This is used to model the interfacing of subsystems.
- This model organises a system into a set of layers (Figure 11.4).
- Each layer provides a set of service to the layer above it.
- Each layer can be thought of as an abstract-machine whose machine-language is defined by the services provided by the layer.
- This *language* is used to implement the next level of abstract-machine.

- Example: OSI reference model of network protocols.

**Advantages:**
1. Supports incremental development.
2. Changeable: When new facilities are added to a layer, only the adjacent layer is affected.
3. Easier to provide multi-platform implementations of an application-system.

**Disadvantages:**
1. Structuring systems into layers is difficult.
2. Performance is degraded ‘.’ of the multiple levels of command interpretation.

---

*Figure 11.4 Layered model of a version management system*
Modular Decomposition Styles

- Subsystems vs. Modules:
  1. A subsystem is a system whose operation does not depend on the services provided by other subsystems.
     - Subsystems are composed of modules.
     - Subsystems have defined interfaces used for communication with other subsystems.
  2. A module is normally a system-component that provides one or more services to other modules.
     - The module makes use of services provided by other modules.

- Two methods used for decomposing a subsystem into modules:
  1. Object-oriented Decomposition
  2. Function-oriented Pipelining

Object-oriented Decomposition

- The system is decomposed into a set of loosely coupled objects with well-defined interfaces.
- An object-oriented decomposition is concerned with
  - object-classes
  - class's attributes & operations (Figure 11.5).
- When implemented, objects are created from the classes and some control model used to coordinate object-operations.

![Figure 11.5 An object model of an invoice processing system](image)

- Advantages:
  1. Implementation of objects can be modified without affecting other objects.
  2. System-structure is readily understandable.
  3. Objects may reflect real-world entities.
  4. Objects can be reused.
  5. OOP languages provide direct implementations of architectural-components.

- Disadvantages:
  1. More complex entities are difficult to represent as objects.
  2. If an interface-change is required, the effect on all users of the changed-object must be evaluated.
  3. Program-size tends to be larger.
  4. Programs are slower.
Function-oriented Pipelining

- This is also called as data-flow model (Figure 11.6)
- Data flows from one process to another.
- Data is transformed, as it moves through the sequence.
- Data can be processed by each transform → item by item or → in a single batch.
- Each processing-step is implemented as a transform.
- The transformations may execute sequentially or in parallel.
- When the transformations are represented as separate processes, this model is also called the *pipe and filter style*.

![Figure 11.6 A pipeline model of an invoice processing system](image)

- **Advantages**
  1. Supports reuse of transformations.
  2. Intuitive organization: Many people think of their work in terms of input and output processing.
  3. Easy to add new transformations.
  4. Simple to implement either as → concurrent or → sequential system.

- **Disadvantages:**
  1. Requires a common format for data-transfer along the pipeline.
  2. Interactive systems are difficult to write.
Control Styles
- Control-models are concerned with the control-flow between subsystems.
- Two control styles are used:
  1) Centralised control and 2) Event-based control

Centralised Control
- One subsystem is designated as the system-controller.
- The system-controller is responsible for managing the execution of other subsystems.
- Centralised control models fall into 2 classes, depending on whether the controlled subsystems execute sequentially or in parallel.
- Two classes of control based on whether the subsystems execute sequentially or in parallel:
  1) Call-return model and 2) Manager model

Call-return Model
- This is a top-down subroutine model (Figure 11.7).
- The control starts at the top of a subroutine-hierarchy and moves downwards.
- This is only applicable to sequential-systems.

Manager Model
- One system component is designated as a system-manager (Figure 11.8).
- The system-manager controls the starting, stopping and coordination of other system-processes.
- This model is used in 'soft' real-time systems which do not have tight time constraints.
- This is applicable to concurrent-systems.

The one thing that separates the winners from the losers, is, winners take action.
Event Driven Systems
- These models are driven by externally generated events.
- Each subsystem can respond to events from either
  → other subsystems or
  → environment of the system.
- The timing of the event is outside the control of the subsystems which process the event.
- The event may be
  → a signal that can take a range of values or
  → a command-input from a menu.
- Two models are:
  1) Broadcast models and 2) Interrupt-driven models

Broadcast Models
- An event is broadcast to all subsystems (Figure 11.9).
- Any subsystem that can handle that event may respond to it.
- Advantages:
  1. Evolution is relatively simple. i.e. Useful in integrating subsystems distributed across different computers on network.
  2. Any subsystem can activate any other subsystem without knowing its name or location.
- Disadvantages:
  1. Subsystems don’t know if or when events will be handled.
  2. It is quite possible for different subsystems to register for the same events. This may cause conflicts.

Interrupt-driven Models
- These are used in real-time systems (Figure 11.10).
- The interrupts are detected by an interrupt handler.
- The interrupts are then passed to some other component for processing.
- Advantage:
  1. Allows very fast responses to events to be implemented.
- Disadvantages:
  1. Complex to program and difficult to validate.
  2. Difficult to change systems if the no. of interrupts is limited by the hardware.
You are successful the moment you start moving toward a worthwhile goal.

Reference Architectures

- The common architectural structure can be reused when developing new systems. These architectural models are called domain specific architectures (Figure 11.11).

![Figure 11.11 The O51 reference model architecture](image)

- Two types of model:

  1. **Generic Models**
     - These are abstractions from a number of real-systems.
     - They encapsulate the major features of the real-systems.

  2. **Reference Models**
     - These are more abstract and describe a larger class of systems.
     - These models are usually derived from a study of the application-domain.

- Five levels of service (Figure 11.12):

  1. **Data Repository Services**
     - These provide facilities for the storage & management of data and their relationships.

  2. **Data Integration Services**
     - These provide facilities for
       - managing groups or
       - establishment of relationships between the groups.
     - These services and data repository services are the basis of data-integration in the environment.

  3. **Task Management Services**
     - These provide facilities for the definition of process-models.
     - They support process-integration.

  4. **Message Services**
     - These provide facilities for
       - tool-tool communication
       - environment-tool communication and
       - environment-environment communication.
     - They support control-integration.

  5. **User Interface Services**
     - These provide facilities for user-interface development.
     - They support presentation-integration.

![Figure 11.12 The ECMA reference architecture for CASE environments](image)
UNIT 5(CONT.): OBJECT-ORIENTED DESIGN

Object-oriented Design
• This involves designing
  → classes and
  → relationships between the classes (Figure 14.1).
• The classes define the objects in the system and their interactions.
• Advantages:
  1. Information is hidden within objects.
  2. These systems are easier to change because the objects are independent.
  3. There exist a clear mapping between
     → real-world entities and
     → their controlling-objects in the system.
  4. Objects are reusable components.
  5. Designs can be developed using objects that have been created in previous designs. This reduces design, programming and validation costs.
  6. Reduces the risks involved in software-development.

Figure 14.1 A system made up of interacting objects
Objects and Classes
• An object is an entity that has
  → state and
  → defined-set of operations.
• The state is represented as a set of attributes.
• The operations provide services to other objects that request these services.
• Objects are created according to a class-definition.
• A class-definition is both
  → type specification and
  → template for creating objects (Figure 14.2).
• The class-definition includes
  → declarations of all attributes and
  → operations associated with the class.

Concurrent Objects
• Objects may be implemented sequentially or concurrently.
• Two kinds of object-implementation:
  1. Servers
     ➢ The object is realized as a parallel process with methods corresponding to the defined-operations.
     ➢ Methods
       → start up in response to an external message and
       → may execute in parallel with methods associated with other objects.
     ➢ When methods have completed their operation, the object suspends itself and waits for further requests for service.
     ➢ These are most useful in distributed systems.
  2. Active Objects
     ➢ The state of the object may be changed by internal operations executing within the object itself.
     ➢ The process representing the object continually executes these operations, so never suspends itself.
     ➢ These are most useful in real-time systems.
Object-oriented Design Process

- Object-oriented design has a no. of stages (Figure 14.6 & 14.7):
  1. Understand and define the context and the modes of use of the system.
  2. Design the system architecture.
  3. Identify the principal objects in the system.
  4. Develop design models.
  5. Specify object interfaces.

Figure 14.6 Layered architecture for weather mapping system

Figure 14.7 Subsystems in the weather mapping system

Achievement is largely the product of steadily raising one's levels of aspirations and expectations.
System Context and Models of use

1. The system-context is a static model.
   This describes the other systems in that environment.
2. The model of the system use is a dynamic model.
   This describes how the system actually interacts with its environment (Figure 14.8).

   ![Use cases for the weather station](image)

   **Figure 14.8 Use cases for the weather station**

   - The use-cases can be described in structured natural language (Figure 14.9).
   - The use-case
     → helps designers identify objects in the system and
     → gives designers an understanding of what the system is intended to do.

<table>
<thead>
<tr>
<th>System</th>
<th>Weather station</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use-case</td>
<td>Report</td>
</tr>
<tr>
<td>Actors</td>
<td>Weather data collection system, Weather station</td>
</tr>
<tr>
<td>Data</td>
<td>The weather station sends a summary of the weather data that has been collected from the instruments in the collection period to the weather data collection system.</td>
</tr>
<tr>
<td>Stimulus</td>
<td>The weather data collection system establishes a modern link with the weather station and requests transmission of the data.</td>
</tr>
<tr>
<td>Response</td>
<td>The summarised data is sent to the weather data collection system.</td>
</tr>
<tr>
<td>Comments</td>
<td>Weather stations are usually asked to report once per hour but this frequency may differ from one station to another and may be modified in future.</td>
</tr>
</tbody>
</table>

   **Figure 14.9 Report use-case description**
Architectural Design

- Three layers in the weather-station software (Figure 14.10):

  **1. The interface layer**
  - This is concerned with
    → all communications with other parts of the system and
    → providing the external interfaces of the system.

  **2. The data collection layer**
  - This is concerned with
    → managing the collection of data from the instruments
    → summarizing the weather-data before transmission to the mapping system;

  **3. The instruments layer**
  - This is an encapsulation of all of instruments used to collect data about weather-conditions.

![Figure 14.10 The weather station architecture](image)

- You should try to decompose a system, so that architectures are as simple as possible.
- A good rule of thumb:
  → there should be no more than 7 main entities included in an architectural-model.
Object Identification

- This process is actually concerned with identifying object-classes (Figure 14.11).
- Guidelines to identify object-classes:
  1. **Use a grammatical analysis** of a natural language description of a system.
     - Objects and attributes are nouns.
     - Operations or services are verbs.
  2. **Use tangible entities**
     - For example,
       - application domain such as aircraft
       - roles such as manager and
       - events such as request.
  3. **Use a behavioural approach**
     - The designer first understands the overall behaviour of the system.
     - The various behaviours are assigned to different parts of the system.
     - An understanding is derived of who initiates and participates in the behaviours.
  4. **Use a scenario-based analysis**
     - Various scenarios of system-use are identified and analyzed.
     - As each scenario is analyzed, the team must identify the required objects, attributes and operations.

Design Models

- These show
  - objects (or classes) in a system and
  - relationships between the objects (or classes)
- They are the bridge between
  - requirements for the system and
  - system-implementation.
- Two types of design-models:
  1. **Static Models**
     - These describe the static-structure of the system using object-classes and their relationships.
     - Important relationships documented are:
       - generalization relationships
       - uses/used-by relationships and
       - composition relationships.
  2. **Dynamic Models**
     - These
       - describe the dynamic-structure of the system and
       - show the interactions between the objects (not the classes).
     - Important interactions documented are:
       - sequence of service-requests made by objects and
       - way in which the state of the system is related to the object interactions.
     - Two popular models are 1) Sequence models & 2) State machine models

*Success is having your best day everyday.*
Sequence Models

- These are dynamic models.
- These show the sequence of object interactions.
- How to draw sequence models (Figure 14.13):
  1. The objects are arranged horizontally with a vertical line linked to each object.
  2. Time is represented vertically.
  3. Labeled arrows linking the vertical lines represent interactions between objects.
     These are not data flows but represent messages or events.
  4. The thin rectangle on the object-lifeline represents the time when the object is the controlling object in the system.
     An object takes over control at the top of this rectangle and relinquishes control to another object at the bottom of the rectangle.

State Machine Models

- These are dynamic models (Figure 14.14).
- These show how individual objects change their state in response to events.
- These are represented in the UML using statechart diagrams.
Subsystem Models
- These are static-models.
- These show logical groupings of objects into logical subsystems (Figure 14.12).
- These are represented using a form of class-diagram where each subsystem is shown as a package.

Object Interface Specification
- You need to specify interfaces, so that objects and subsystems can be designed in parallel.
- You should try to avoid including details of the interface representation in an interface design.
- The representation should be hidden, so that it can be changed without affecting the objects that use these attributes (Figure 14.15).

```
interface WeatherStation {
    public void WeatherStation();
    public void startup();
    public void startup(Instrument i);
    public void shutdown();
    public void shutdown(Instrument i);
    public void reportWeather();
    public void test();
    public void test(Instrument i);
    public void calibrate(Instrument i);
    public intgetId();
}
```

Figure 14.15 Java description of weather station interface
UNIT 7: VERIFICATION AND VALIDATION

Verification & Validation (V&V)
- V&V process must establish confidence that the software-system is 'fit for purpose'.
- The confidence depends on following:
  1) Software function
     - Confidence-level depends on how critical the software is to an organisation.
  2) User expectations
     - Users may have low expectations of certain kinds of software.
  3) Marketing environment
     - Getting a product to market early may be more important than finding defects in the program.
- V&V must be applied at each stage in the software-process (Figure 22.1).

<table>
<thead>
<tr>
<th>Verification</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are we building the product right?</td>
<td>Are we building the right product?</td>
</tr>
<tr>
<td>Software should conform to its specification.</td>
<td>Software should meet the customer’s expectations.</td>
</tr>
<tr>
<td>Includes reviews, inspections, unit-testing and integration-testing.</td>
<td>Includes program-reviews, system-testing and acceptance-testing.</td>
</tr>
</tbody>
</table>

Figure 22.1 Static and dynamic verification and validation
### Inspections

<table>
<thead>
<tr>
<th>Inspections can be done on any system-representation such as</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>requirements-document</td>
<td>Involves running an implementation of the software with test-data.</td>
</tr>
<tr>
<td>design-diagrams and</td>
<td></td>
</tr>
<tr>
<td>program source-code</td>
<td></td>
</tr>
</tbody>
</table>

This is a static V&V technique, as you don’t need to run the software on a computer.

Static techniques can only check the correspondence between:
- program and
- specification (verification).

Static techniques cannot demonstrate that the software is operationally useful.

### Validation Testing

<table>
<thead>
<tr>
<th>Intended to show that the software meets its requirements.</th>
</tr>
</thead>
</table>

A successful test is one that shows that a requirement has been properly implemented.

Statistical testing can be used:
- to test the program’s performance and reliability
- to check how it works under operational conditions

### Defect Testing

<table>
<thead>
<tr>
<th>Intended to discover defects in the software.</th>
</tr>
</thead>
</table>

A successful test is one which reveals the presence of defects in a system.

Goal is to find inconsistencies between:
- program and
- specification

### Testing

<table>
<thead>
<tr>
<th>Concerned with establishing the existence of defects in a program.</th>
</tr>
</thead>
</table>

### Debugging

<table>
<thead>
<tr>
<th>Concerned with locating and repairing errors (Figure 22.2).</th>
</tr>
</thead>
</table>

![Figure 22.2 The debugging process](image)

Never let a day pass that will make you say, "I will do better tomorrow".
Planning Verification and Validation

V-model

- Test planning is concerned with
  - establishing standards for the testing-process
  - describing product-tests and
  - helping managers allocate resources & estimate testing-schedules.

Figure 22.3 Test plans as a fink between development and testing

- Major components of a test-plan (Figure 22.3):

  1. **Testing Process**
     - A description of the major phases of the testing-process.

  2. **Requirements Traceability**
     - Users are most interested in the system meeting its requirements and testing should be planned so that all requirements are individually tested.

  3. **Tested Items**
     - The products of the software-process that are to be tested should be specified.

  4. **Testing Schedule**
     - An overall testing-schedule and resource-allocation is, obviously, linked to the more general project development-schedule.

  5. **Test Recording Procedures**
     - The results of the tests must be systematically recorded.
     - Auditing of the testing-process must be done to check that it has been carried out correctly.

  6. **Hardware and Software Requirements**
     - This section should specify the software-tools required and estimated hardware utilization.

  7. **Constraints**
     - Constraints affecting the testing process such as staff shortages or budget should be anticipated in this section.
**SOFTWARE ENGINEERING**

**Inspection**
- This is a static V&V technique (as you don't need to run the software on a computer).
- This involves reviewing the system to find
  - errors and
  - anomalies (or inconsistencies).
- This can be done on any system-representation such as
  - requirements-document
  - design-diagrams and
  - program source-code.
- This can only check the correspondence between
  - program and
  - specification.
- This cannot demonstrate that the software is operationally useful.
- Advantages of inspection over testing:
  1. Many different defects may be discovered in a single inspection.
     - In testing, one defect, may mask another (interaction between errors) so several executions are required.
  2. Incomplete versions of a system can be inspected without additional costs.
     - If a program is incomplete, then you need to develop specialized test harnesses to test the parts that are available. This obviously adds to the development-costs.
  3. An inspection can consider broader quality-attributes such as
     - compliance with standards
     - inappropriate algorithms and
     - poor programming style.

**Program Inspection Process**
- Program-inspections are reviews whose objective is defect-detection in a program.
- Defects may be
  - logical errors
  - anomalies that indicate an erroneous condition or
  - non-compliance with organisational-standards.
- The program-inspection is carried out by a team of at least 4 people.

**Inspection Roles**
1. **Author or Owner**
   - He is responsible for
     - producing the program or document and
     - fixing defects discovered during the inspection process.

2. **Inspector**
   - He is responsible for
     - finding errors (or inconsistencies) in programs (or documents) and
     - identifying broader issues that are outside the scope of the inspection-team.

3. **Reader**
   - He is responsible for
     - presenting the code (or document) at an inspection meeting.

4. **Scribe**
   - He is responsible for
     - recording the results of the inspection meeting.

5. **Chairman or Moderator**
   - He is responsible for
     - managing the process
     - facilitating the inspection and
     - reporting process-results to the chief moderator.

6. **Chief Moderator**
   - He is responsible for
     - inspection process improvements
     - checklist updating and
     - standards development.

*A dream is just a dream. A goal is a dream with a plan and a deadline*
The difference between the impossible and the possible lies in a man's determination.

Inspection Checklists

- Inspection-team must have a precise specification of the code to be inspected (Figure 22.6 & 22.7).
- Inspection-team must be familiar with the organisational standards.
- An up-to-date, compatible version of the code must be distributed to the inspection-team.

![Figure 22.6 The inspection process](image)

![Figure 22.7 Inspection checks](image)

<table>
<thead>
<tr>
<th>Fault class</th>
<th>Inspection check</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data faults</td>
<td>Are all program variables initialised before their values are used?</td>
</tr>
<tr>
<td></td>
<td>Have all constants been named?</td>
</tr>
<tr>
<td></td>
<td>Should the upper bound of arrays be equal to the size of the array or size?</td>
</tr>
<tr>
<td></td>
<td>If character strings are used, is a delimiter explicitly assigned?</td>
</tr>
<tr>
<td></td>
<td>Is there any possibility of buffer overflow?</td>
</tr>
<tr>
<td>Control faults</td>
<td>For each conditional statement, is the condition correct?</td>
</tr>
<tr>
<td></td>
<td>Is each loop certain to terminate?</td>
</tr>
<tr>
<td></td>
<td>Are compound statements correctly bracketed?</td>
</tr>
<tr>
<td></td>
<td>In case statements, are all possible cases accounted for?</td>
</tr>
<tr>
<td></td>
<td>If a break is required after each case in case statements, has it been included?</td>
</tr>
<tr>
<td>Input/output faults</td>
<td>Are all input variables used?</td>
</tr>
<tr>
<td></td>
<td>Are all output variables assigned a value before they are output?</td>
</tr>
<tr>
<td></td>
<td>Can unexpected inputs cause corruption?</td>
</tr>
<tr>
<td>Interface faults</td>
<td>Do all function and method calls have the correct number of parameters?</td>
</tr>
<tr>
<td></td>
<td>Do formal and actual parameter types match?</td>
</tr>
<tr>
<td></td>
<td>Are the parameters in the right order?</td>
</tr>
<tr>
<td></td>
<td>If components access shared memory, do they have the same model of the shared memory structure?</td>
</tr>
<tr>
<td>Storage management faults</td>
<td>If a linked structure is modified, have all links been correctly reassigned?</td>
</tr>
<tr>
<td></td>
<td>If dynamic storage is used, has space been allocated correctly?</td>
</tr>
<tr>
<td></td>
<td>Is space explicitly de-allocated after it is no longer required?</td>
</tr>
<tr>
<td>Exception management faults</td>
<td>Have all possible error conditions been taken into account?</td>
</tr>
</tbody>
</table>
Automated Static Analysis

- The basic idea is
  1. Scan the program-text and
  2. Detect possible faults and anomalies (Figure 22.8).
- They parse the program-text and thus recognise the types of statements in the program.
- They can then
  → detect whether statements are well-formed
  → make inferences about the control-flow in the program and
  → compute the set of all possible values for program-data.

![Table of Automated Static Analysis Checks](image)

- Stages in static analysis:
  1. **Control Flow Analysis**
     - This identifies and highlights
       → loops with multiple exit or entry points and
       → unreachable code.
  2. **Data Use Analysis**
     - This highlights how variables in the program are used.
     - This detects
       → variables that are used without previous initialisation
       → variables that are written twice without an intervening assignment
       → variables that are declared but never used and
       → ineffective tests where the test condition is redundant.
  3. **Interface Analysis**
     - This checks the consistency of procedure-declarations and their use.
     - This can detect
       → procedures(or functions) that are declared and never called.
  4. **Information Flow Analysis**
     - This identifies the dependencies between input- and output-variables.
     - This shows how the value of each variable is derived from other variable-values.
  5. **Path Analysis**
     - This stage
       → identifies all possible paths through the program and
       → sets out the statements executed in that path.

*Every failure is a step to success.*
Verification and Formal Methods
• Formal methods of software-development are based on mathematical-representations of the software (usually as a formal specification).
• The formal methods are mainly concerned
  → with a mathematical-analysis of the specification or
  → with transforming the specification to a semantically equivalent representation.

1. Arguments for Formal Methods
• Formal-specification forces a detailed-analysis of the specification.
• May reveal potential inconsistencies that might not otherwise be discovered until the system is operational

2. Arguments against Formal Methods
• These can only be used by specially trained-staff and cannot be understood by domain-experts
• Extremely expensive-process because
  → as the system-size increases, the costs of formal-verification increase.
• Formal-specification (and proof) do not guarantee that the software will be reliable in practical use. The reasons for this are:
  1. The specification may not reflect the real requirements of system users.
  2. The proof may contain errors.
  3. The proof may assume a usage-pattern which is incorrect.

If what you did yesterday seems big, you haven’t done anything today.
Cleanroom Software Development

- Objective: to develop a zero-defect software.

![Diagram of the Cleanroom development process]

- The software-development is based on 5 key strategies (Figure 22.10):
  1. **Formal Specification**
     - The software to be developed is formally specified.
     - A state-transition-model is used to express the specification.
     - The state-model shows system-responses to stimuli.
  2. **Incremental Development**
     - The software is divided into increments that are developed and validated separately.
     - These increments are specified, with customer-input, at an early stage in the process.
  3. **Structured Programming**
     - A limited number of constructs are used.
     - The aim is to systematically transform the specification to create the program-code.
  4. **Static Verification**
     - The developed-software is statically verified using software-inspections.
     - There is no unit-testing process for code-components.
  5. **Statistical Testing of the System**
     - The integrated-software is tested statistically to determine its reliability.

- Three teams in the system-development:
  1. **The Specification Team**
     - This team is responsible for developing and maintaining the system-specification.
     - This team produces
       - customer-oriented specifications (the user requirements definition) and
       - mathematical specifications for verification.
  2. **The Development Team**
     - This team has the responsibility of developing and verifying the software.
     - The software is not executed during the development process.
  3. **The Certification Team**
     - This team is responsible for developing a set of statistical tests to exercise the software after it has been developed.
     - These tests are based on the formal-specification.

---

Opportunity often comes disguised in the form of misfortune or temporary defeat.
UNIT 7(CONT.): SOFTWARE TESTING

Software Testing
• This is a process of validating & verifying that a software-product meets the technical-requirements.
• The software testing process has 2 distinct goals:
  1) To demonstrate to the developer and the customer that the software meets its requirements.
  2) To discover defects (or faults) in the software where the behaviour of the software is incorrect or undesirable.

<table>
<thead>
<tr>
<th>Component testing</th>
<th>System testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing of individual components (Fig 23.1)</td>
<td>Testing of groups of components integrated to create a system( or subsystem).</td>
</tr>
<tr>
<td>Usually the responsibility of the component-developer.</td>
<td>Usually the responsibility of an independent testing team.</td>
</tr>
<tr>
<td>Tests are derived from the developer’s experience.</td>
<td>Tests are based on a system-specification.</td>
</tr>
</tbody>
</table>

![Figure 23.1 Testing phases](image)

- Test-cases are specifications of
  → inputs to the system
  → expected-output from the system
  → a statement of what is being tested (Figure 23.2).
- Test-data are the inputs devised to test the system.
- The output of the tests can only be predicted by people who understand what the system should do.
- Testing has to be based on a subset of possible test cases.
- For example:
  1. All system functions that are accessed through menus should be tested.
  2. Combinations of functions that are accessed through the same menu must be tested.
  3. Where user-input is provided, all functions must be tested with both correct & incorrect input.

![Figure 23.2 A model of the software testing process](image)

*The only limit of our realization of tomorrow will be our doubts of today.*
System Testing
• The basic idea is
  1. Integrate 2 or more components that implement system-features.
  2. Then, test the integrated-system.
• Two phases of system-testing:
  1. Integration Testing
  2. Release Testing
Integration Testing
• The basic idea is
  1. Build a system from its components and
  2. Then, test the resultant-system for problems that arise from component-interactions.
• When a problem is discovered, the integration-team tries to
  → find the source of the problem and
  → identify the components that have to be debugged.
• The components that are integrated may be
  1. Off-the-shelf components
  2. Reusable components or
  3. Newly developed components.
• Two types:
  1) Top-down integration
     ➢ Develop the skeleton of the system and then populate it with components.
  2) Bottom-up integration
     ➢ Integrate infrastructure components then add functional-components.
• A major problem that arises during integration-testing is localizing errors.

Incremental Integration Testing

![Incremental Integration Testing Diagram]

• A, B, C and D are components and T1 to T5 are related sets of tests of the features incorporated in the system (Figure 23.3).
• T1, T2 and T3 are first run on a system composed of component A and component B (the minimal system). If these reveal defects, they are corrected.
• When planning integration, you have to decide the order of integration of components.
• A good rule of thumb:
  → integrate the components that implement the most frequently used functionality first.
• Rerunning an existing set of tests is called regression testing.
• Regression testing is clearly an expensive process and is impractical without some automated support.

If your life is free of failures, you are not taking enough risks.
Release Testing

- This involves testing a version of the system that could be released to users (or market).
- Main goal:
  → To increase the supplier's confidence that the system meets its requirements.
- This is also called a black-box testing because (Figure 23.4)
  → tests are derived from the system-specification &
  → system-behaviour can be determined by studying its inputs and related outputs.
- This is also called functional testing because the tester is only concerned
  → with the functionality and
  → not the implementation of the software.

![Figure 23.4 Black box testing](Image)

- Procedure:
  1. The tester presents inputs to the system.
  2. The tester examines the corresponding outputs.
  3. If the outputs are not those predicted then the test has detected a problem with the software.
- Testing Guidelines are hints for the testing-team to help them choose tests that will reveal defects in the system
- Examples of testing guidelines:
  1. Choose inputs that force the system to generate all error-messages.
  2. Design inputs that cause input-buffers to overflow.
  3. Repeat the same input or series of inputs numerous times.
  4. Force invalid-outputs to be generated.
  5. Force computation-results to be too large or too small.

Performance Testing

- This is part of release testing.
- This involves planning a series of tests where the load is steadily increased until the system-performance becomes unacceptable.
- Main goal:
  → To ensure that the system can process its intended load.
- This is concerned with both
  → demonstrating that the system meets its requirements and
  → discovering problems and defects in the system.

*The secret to success is to be ready when opportunity comes.*
Stress Testing
- This involves exercising the system beyond its maximum design-load.
- The testing has 2 functions:
  1. Stressing the system often causes defects to come-to-light.
  2. Stressing the failure behaviour of the system.
     Systems should not fail catastrophically.
     Stress testing checks for unacceptable loss of service or data.
- The testing is particularly important for distributed systems.

Component Testing
- This is also called as unit testing.
- This is the process of testing individual components in the system.
- Main goal:
  → To expose faults in the components.
- The developers of components are responsible for component-testing.
- Component may be:
  1. Individual functions (or methods) within an object.
  2. Object classes that have several attributes and methods.
  3. Composite components made up of several different objects or functions.
- \textit{Object Class Testing} should include:
  1. Testing of all operations associated with the object.
  2. Setting and interrogation of all attributes associated with the object.
  3. Exercising the object in all possible states.
- Inheritance makes it more difficult to design object tests, as the information to be tested is not localized.
Interface Testing

- This is particularly important for component-based development & object-oriented development (Figure 23.7).

- Components are defined by their interfaces and may be reused in different systems.

- In the composite component, interface-errors cannot be detected by testing the individual components. Interface-errors may arise because of interactions between its parts.

![Diagram of Interface Testing](image)

**Figure 23.7 Interface testing**

- Different types of interfaces between components:
  1. **Parameter Interfaces**
     - These are interfaces where data are passed from one component to another component.
  2. **Shared Memory Interfaces**
     - These are interfaces where a block-of-memory is shared between components.
     - Data is placed in the memory by one component and retrieved by other components.
  3. **Procedural Interfaces**
     - These are interfaces where one component encapsulates a set-of-procedures that can be called by other components.
  4. **Message Passing Interfaces**
     - These are interfaces where one component requests a service from another component by passing a message to it.
     - A return message includes the results of executing the service.

- Different types of interface-errors:
  1. **Interface Misuse**
     - A calling-component calls some other component and makes an error in the use of its interface.
     - Reasons for error may be parameters are of wrong type or parameters passed in the wrong order.
  2. **Interface Misunderstanding**
     - A calling-component misunderstands the specification of interface of the called-component and makes assumptions about the behaviour of the called-component.
     - The called-component does not behave as expected and this causes unexpected behaviour in the calling-component. (For example, a binary search routine may be called with an unordered array to be searched. The search would then fail).
The more goals you set, the more goals you get.

3. Timing Errors
- These occur in real-time systems that use
  1) Shared memory or
  2) Message-passing interface.
- The producer of data and the consumer of data may operate at different speeds.
- The consumer can access out-of-date information because the producer of the information has not updated the shared interface information.

- Guidelines for interface testing:
  1. Examine the code to be tested.
     Explicitly list each call to an external component.
  2. Where pointers are passed across an interface, always test the interface with null pointer parameters.
  3. Where a component is called through a procedural interface, design tests that should cause the component to fail.
  4. Use stress testing in message-passing system.
  5. Where several components interact through shared memory, design tests that vary the order in which these components are activated.
Test Case Design
- This involves designing the test-cases (inputs and outputs) used to test the system.
- Goal: to create a set of test-cases that are effective in validation and defect testing.
- Three design approaches:
  1. Requirements-based testing
  2. Partition testing and
  3. Structural testing.
- You use knowledge of the program’s structure to design tests that exercise all parts of the program.
- Essentially, when testing a program, you should try to execute each statement at least once.

Requirements based Testing
- This is a validation testing technique.
- You consider each requirement and derive a set of tests cases for that requirement.
- This is used at the system-testing stage, as system requirements are usually implemented by several components.
Partition Testing

• The input-data and output-results of a program usually fall into a number of different classes that have common features such as
  → positive numbers &
  → negative numbers.

• Programs normally behave in a comparable way for all members of a class.

• Because of this equivalent behaviour, these classes are also called equivalence partitions.

• The basic idea is
  1. Identify input & output partitions.
  2. Then, design test-cases accordingly (Figure 23.8).

• This ensures that the system
  → executes inputs from all partitions and
  → generates outputs in all partitions.

• This can be used to design test-cases for both systems and components.

![Equivalence partitioning](image)

Figure 23.8: Equivalence partitioning

• If a set of partitions are identified, then choose test-cases from each of these partitions.

• A thumb rule for test-case selection:
  1. Choose test-cases on the boundaries of the partitions and
  2. Choose test-cases close to the mid-point of the partition (Figure 23.9).

![Equivalence partitions](image)

Figure 23.9 Equivalence partitions
Do your work with your whole heart, and you will succeed because there is so little competition.

Figure 23.10 The specification of a search routine

- The pre-condition states that the search routine will only work with sequences that are not empty (Figure 23.10).
- The post-condition states that the variable ‘Found’ is set if the key element is in the sequence.
- Search routine input partitions are:
  1. Inputs which conform to the pre-conditions.
  2. Inputs where a pre-condition does not hold.
  3. Inputs where the key element is a member of the array (Found =true).
  4. Inputs where the key element is not a member of the array (Found =false).
- For sequences, arrays or lists, following guidelines can be used for designing test cases:
  1. Test software with sequences that have only a single value (Figure 23.11).
  2. Use sequences of different sizes in different tests.
  3. Derive tests so that the first, middle and last elements of the sequence are accessed.

Figure 23.11: Equivalence partitions for search routine
Opportunities are usually disguised by hard work, so most people don't recognize them.

**Structural Testing**

- This approach is also called:
  - white-box testing
  - glass-box testing or
clear-box testing (Figure 23.12).
- The tests are derived from knowledge of the software's structure and implementation.
- Understanding the algorithm used in a component can help you identify:
  - partitions and
test-cases.
- Objective: to exercise all program-statements (Figure 23.13 & 14).
- Consider binary search algorithm.
  1. Binary searching involves splitting the search space into 3 parts (Figure 23.13).
  2. Each of these parts makes up an equivalence partition.
  3. You then design test cases where the key lies at the boundaries of each of these partitions.

![Figure 23.12 Structural testing](image)

![Figure 23.13 Binary Equivalence classes](image)

![Figure 23.14 Test cases for search routine](image)
Path Testing

- This is a structural testing strategy (Figure 23.16).
- Objective: to exercise every independent execution path through a program.
- If every independent path is executed,
  then all statements in the program must have been executed at least once.
- All conditional statements are tested for both true and false cases.
- No. of paths in a program is usually proportional to its size.
- The starting point for path testing is a program flow graph.
- A flow graph consists of
  1. Nodes represent decisions
  2. Edges indicate flow of control.

By tracing the flow, you can see that the paths through the binary search flow graph are:

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 14
1, 2, 3, 4, 5, 14
1, 2, 3, 4, 5, 6, 7, 11, 12, 5, ...
1, 2, 3, 4, 6, 7, 2, 11, 13, 5, ...

Figure 23.16 Flow graph for a binary search routine

Hope sees the invisible, feels the intangible, and achieves the impossible.
Test Automation
- Testing is an expensive phase of the software-process.
- Testing workbenches provide a range of tools to reduce time and cost of testing-process.
- Seven tools in workbench (Figure 23.17):

1. **Test Manager**
   - Manages the running of program-tests.
   - The manager keeps track of:
     - test-data
     - expected results and
     - program facilities tested.
   - Examples: Test automation frameworks such as JUnit.

2. **Test Data Generator**
   - Generates test-data for the program to be tested.
   - This may be accomplished by:
     - selecting data from a database or
     - using patterns to generate random data.

3. **Oracle**
   - Predictions of expected test-results.
   - Oracles may either be:
     - previous program versions or
     - prototype systems.
   - Back-to-back testing involves running following 2 in parallel:
     - oracle and
     - program to be tested.
   - Differences in their outputs are highlighted.

4. **File Comparator**
   - Compares current test-results with previous test-results and reports differences between them.
   - In regression testing, comparators are used compare the results of executing different versions.

5. **Report Generator**
   - Provides report-definition and generation-facilities for test-results.

6. **Dynamic Analyser**
   - Adds code to a program to count the number of times each statement has been executed.
   - After testing, an execution-profile is generated showing how often each program statement has been executed.

7. **Simulator**
   - Target simulators simulate the machine on which the program is to execute.
   - User interface simulation are script-driven programs that simulate multiple simultaneous user interactions.

---

Continuous effort! not strength or intelligence, is the key to unlocking your potential.